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Abstract

Early processing of sketches is a requirement common
to many pen based systems. The task is difficult because
of variations between sketches from different users and
in different domains, and because of ambiguities that
arise within even slightly messy sketches, especially
when the input is allowed to be unconstrained.
We propose a graphical model based approach to early
sketch processing. Small areas of a sketch correspond-
ing to features such as corners and straight segments are
considered individually, and a likely labeling for such
features is found by incorporating some context in or-
der to improve on labels computed with only local in-
formation. Results from applying this approach to the
problem of detecting corners show an improvement.

Introduction
Most pen based systems perform some type of early pro-
cessing of sketched input. Often the extracted information,
such as the description of a shape, the time it was drawn, and
the position on the page, serves as the input to higher level
processing, such as recognition, inference, or beatification.

Several approaches to early processing are used in current
sketch systems. Hse, Shilman, and Newton (2004) deter-
mine shape by fragmenting a stroke into straight and curved
segments and then matching the segments to a template.
ScanScribe (Saundet al. 2002) also segments the input
into curved and straight segments as part of a pre-processing
stage. At the first level of processing, Gross and Do (2000)
extract features including pen path and aspect ratio, which
are then matched to templates.

Though often intuitively simple, the early processing or
pre-processing stages can pose difficult problems. There is
often a trade-off between making a flexible system that al-
lows the user to draw in the most unconstrained way possible
and making an early processing system that performs consis-
tently and accurately in a noisy sketching environment. For
example, Palm Pilot Graffiti is robust enough for millions of
users with very little training, but the trade-off is very lim-
ited input. The ideal would be a system that is both flexible
and accurate.

Human interpretation of shapes, such as those in Figure 1,
is based on a variety of features, including curvature, sharp
direction change and whether or not the shape as a whole is
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Figure 1: An example of local ambiguity. Considered out of
context, the segment shown may equally well be the side of
the ellipse and the corner of the square.

closed. These features occur at a variety of scales. Some,
like the presence of a corner, describe a very small area.
Some, like whether the shape is closed, describe the en-
tire stroke, and some, like whether a portion of a stroke is
straight, arise at an intermediate scale. In order to create a
very flexible system, we use features at different scales, such
as those described, as our vocabulary to describe a shape.

Quadrilaterals can be detected by testing whether the
shape is closed, it has four corners, and the segments be-
tween the corners are straight. Rather than having a set of
predefined shapes, a stroke is initially described by its fea-
tures in this way. We take this approach in order to add new
shapes easily and to give the user the flexibility to use unde-
fined shapes in a sketch.

Classifying these single features, some of which are very
localized, can be problematic. Sketching styles often vary
considerably, making it difficult to construct a general sys-
tem capable of correctly classifying all instances of corners,
parallel lines, straight lines, etc., across all users and all do-
mains. Yet humans can perform this task consistently with-
out extensive domain knowledge and without prior knowl-
edge of an individual’s drawing style. Furthermore, because
sketches are almost never drawn perfectly, they often con-
tain internal inconsistencies, i.e., the same element may have
a different meaning in different parts of a sketch. As a re-
sult, no simple function can correctly classify all features,
even for a single sketch. Yet humans usually agree on the
intention of a local feature in spite of ambiguities. For ex-
ample, in Figure 1, nearly identical partial strokes require
different interpretations. We form a different interpretation
for the shapes (b and c), even though it is impossible to dis-
tinguish between the side of the ellipse and the corner of the
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square with only local information (a). This example illus-
trates the type of local ambiguity that is common in even
relatively neat drawings. A template-based approach could
easily distinguish between the ellipse and the square, but as
we also aim to preserve the adaptability of a more general
approach, a local unconstrained interpretation is preferred.
A goal of this work is therefore to incorporate some context
while continuing to identify features individually.

This paper presents an application of Markov random
fields (undirected graphical models) and belief propagation
(an inference algorithm based on message passing), in which
rough, initial interpretations of local features are improved
with evidence from nearby areas. We report here only the
application of this approach to the problem of locating cor-
ners. This problem was chosen because it is a common
source of error. We believe our approach may also be useful
in resolving other ambiguous elements in sketches. MRFs
with belief propagation have been applied to problems in vi-
sion, such as for locating text and shapes in images (Zhang
& Chang 2004), (Coughlan & Ferreira 2002). Also, Roth
and Yih (2002) use a similar inference method for identify-
ing relationships and entities in text understanding.

In our model, each stroke in a sketch is represented as an
MRF, with each node in the MRF representing an area iden-
tified as a possible corner or an area in between two possible
corners. Connections between nodes establish the context
for an area. Inference involves functions that represent the
compatibility of the evidence associated with a single node
or set of nodes and a particular labeling. We define these
compatibilities based on qualitative principles.

Constructing the Graphical Representation of
a Sketch

To construct its graphical representation, each stroke in a
sketch is represented separately as an MRF. Figure 2 shows
a stroke and its associated graph. Possible corners are found
with a very weak classifier that finds any area along the
stroke with direction change above a threshold. In the stroke
in Figure 2, the possible corners are labeled byc1, c2, and
c2. Given a low enough threshold, this method will find all
corners, but generally also returns as many false positives as
true corners. Each possible corner is represented as a node
with an associated random variable, which may have one
of two labelscorner andnot corner. The segments of the
stroke between the possible corners are also represented as
nodes.

More generally, the sketch only needs to be divided into
relevant sections; rather than considering each stroke indi-
vidually, other measures, such as distance or time could be
used. We have defined two types of nodes, corresponding to
possible corners and the segments in between, but the par-
ticular features that are relevant depend on the problem.

Nodes are connected according to the following rules:

1. all nodes of the same type are connected, forming a com-
plete subgraph of ordern, if there aren instances of a
particular type of node

2. a node is connected to the closest nodes of different types
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Figure 2: A stroke and its corresponding graph. Possible
corners are labeledc1, c2, andc3. Areas between the pos-
sible corners are labeleds1,s2, s3, ands4. Possible corners
are found by selecting areas of the stroke with a direction
change above a threshold.

We define the closest nodes as those that represent ad-
jacent areas in the same stroke, but again, another measure
involving distance or time could be used as well. As a result,
for the problem of detecting corners, all nodes representing
possible corners are connected to each other, all nodes rep-
resenting segments between possible corners are connected
to each other, and a node representing a possible corner is
connected to the nodes for the segments on either side of it.
For example, in Figure 2, cornerc1 is connected to the other
possible corners,c2 andc3, and to adjacent segments,s1 and
s2. The neighbors of a node in the graph directly influence
its interpretation and may be thought of as the context for
the node.

Markov random fields are most commonly used as pair-
wise MRFs, meaning that the largest clique is of size two. In
our representation, however, the graph will have cliques with
size equal to the number of each type of feature. Inference
on such a graph is more complicated and time consuming.
We found, however, that due to the restricted size and struc-
ture of the graphs in our formulation, approximate inference
may still be performed in real time. The benefit we find from
using more connected (rather than pairwise) graphs is that
we can define the compatibility functions more intuitively,
defining functions that describe the relationship of a group
of nodes, rather than only pairwise interactions. Zhang and
Chang (2004) make a similar argument for the use of higher
order models.

Compatibility Functions
We define functions for each clique in the graph and for each
individual node. The functions are a measure of compatibil-
ity between a particular labeling and the underlying data,
and may be thought of as a measure of certainty for a partic-
ular labeling of a single node or a set of nodes. For a single
node that has two possible labelings, for example a possi-
ble corner that may be labeled ascorner or not corner,
we compute a compatibility for each label with observations
made of the data. For a group of nodes forming a clique,



we compute a compatibility for all possible labelings of the
group. These multi-node functions convey context.

In our model for finding corners, we define four functions:
one for single nodes, one for all the nodes of the same type,
one for a corner and its surrounding segments, and one for a
segment and its surrounding corners.1

Single node functions
For the problem of detecting corners we define two types of
nodes: those representing possible corners and those repre-
senting areas between possible corners. In both cases the
single node function is computed by combining measure-
ments on the raw data, including arc length, distance be-
tween the endpoints, direction change, and speed. We de-
termine the weights for each measurement by performing
logistic regression on a small labeled data set. The single
node function is defined by:

ψci(xci , yci) = (1 + exp(w0 +
∑
j

wjfj(yci))
−1

whereψ is the compatibility between a labelxci and an ob-
servationyci . Thewj ’s are weights, andfj(yci) is thejth

measurement. For segments,ψsi(xsi , ysi) is defined simi-
larly and represents compatibility with the labelsstraight
andnot straight.

These functions can be used alone to determine a labeling
for the features, independent of context; we use them later
as a baseline for comparison.

Functions of the same node type
We next define a compatibility for a labeling of all the pos-
sible corners given observations and a compatibility for a
labeling of all the connecting segments. Intuitively, similar
things should be given the same label, and different things
given different labels. The group compatibility function
conveys this heuristic. The group is split according to the
labeling under consideration. For example, to find the com-
patibility of the possible corners in Figure 2 with the labeling
{c1 = corner, c2 = not corner, c3 = corner} subgroups
{c2} and{c1, c3} are formed. Then the distance between the
subgroups and the average distance from the mean in each
subgroup are compared. It is defined by:

ψc1...cn(xc1 , ..., xcn , yc1 , ..., ycn) =(
1 + exp

(
w0 + w1d(m0,m1) +

w2

|G0|
∑
ycj εG0

d(m0, ycj ) +

w3

|G1|
∑
ycj εG1

d(m1, ycj )
))−1

whereψ is a compatibility between the labelsxci and obser-
vationsyci . G0 is one subgroup with a common label, hav-
ing meanm0 andG1 is the other subgroup with a common
label, having meanm1. d is a distance measure between ob-
servations, which we define as a simple Euclidean distance.

1This is not defined for segments at the ends of a stroke.
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Figure 3: The region hierarchy for the graph shown in Fig-
ure 2. Messages are passed from a region to its subregions.
Here each line connecting two rectangles represents a mes-
sage.

The constantsw0, w1, w2,andw3 are determined by hand.
ψs1...sn(xs1 , ..., xsn , ys1 , ..., ysn) is defined similarly.

Note that this function is symmetric in that a labeling
and the opposite labeling will have the same value, e.g.
{corner, not corner, not corner} will have the same value
as{not corner, corner, corner}.

Functions of different node types
Finally, compatibility among adjacent nodes of different
types is defined. These functions are specific to the types of
features being considered. For detecting corners, two func-
tions are defined, each with three arguments. The first takes
one possible corner and two surrounding segments; the other
takes one segment and two surrounding possible corners. In
both cases the function is based on the intuition that a corner
should have a larger direction change than the surrounding
area, and that a corner should be relatively short (a large di-
rection change over a very long distance generally does not
look like a corner). This function is defined by:

ψsicisi+1(xsi , xci , xsi+1yciysiysi+1) =
(1 + exp(w0 + w1f1(si, ci, si+1) + w2f2(si, ci, si+1)))−1

wheref1 is a function comparing direction change of each
piece of the stroke andf2 is a function comparing arc length.
ψcisici+1 is defined similarly.

Determining a Labeling
Given a graph as described in the previous section, we want
to find an assignment of labels to random variables which
has maximum likelihood. Because a distribution over an
undirected graph may be factored as a product of the po-
tential functions of the maximal cliques, this likelihood can
be written as:

p(x) = 1
Z

∏
C ψC(xC)

∏
j ψj(xj)

whereZ is a normalization constant,xC are all the nodes in
cliqueC, andψ is as defined previously. Dependence on the
observations is omitted from the equation for simplicity.

Belief propagation is a commonly used method for solv-
ing approximate inference problems on graphs; such algo-
rithms work by passing local messages until the messages



Figure 4: Example of a family tree sketch.

converge. Beliefs at each node (the certainty of a given la-
bel) are then computed as the product of the messages to
the node and evidence at the node. A message froma to b
maybe thought of as how certaina is thatb has a particular
labeling. Belief propagation is only well defined and guaran-
teed to converge for trees (acyclic graphs). However, it has
been shown empirically that when applied to loopy graphs,
belief propagation usually performs well (Murphy, Weiss, &
Jordan 1999).

In ordinary belief propagation, messages are exchanged
between single nodes. Yedidia, Freeman, and Weiss outline
generalized belief propagation, in which messages pass be-
tween groups of nodes, called regions (2000), (2002). This
is based on the intuition that these messages are more in-
formative and will thus yield better results. Messages pass
from regions to their direct subregions (which are defined by
the intersection of regions). The belief of a region is based
on evidence from within the region and messages going into
that region from outside.

We apply generalized belief propagation to the inference
problem formulated above. The maximal cliques in the
graphs, described in a previous section, are selected as the
regions. We omit functions among nodes that form non-
maximal cliques for simplicity and because this information
is already expressed by the larger functions we have defined.

Regions and subregions may be thought of as a hierar-
chy. Figure 3 shows the hierarchy of regions of the graph
in Figure 2. Rectangles represent regions and subregions;
messages are passed from a region to one of its subregions
where two rectangles are connected.

Consider the region containingc2 andc3 and its subregion
containing onlyc2. For each, the belief for that region is the
product of the evidence within the region and the messages

entering the region (but not messages passed within the re-
gion). The beliefs of these two regions are expressed as:

bc2c3(xc2xc3) = ψc2(xc2)ψc3(xc3)mc1→c2c3ms3→c2c3 · · ·
mc1→c2ms2→c2ms3→c2ms3→c3

and
bc2(xc2) = ψc2(xc2)mc1→c2mc3→c2ms2→c2ms3→c2

wheremi→j represents a message fromi to j. We may now
find an expression for the message fromc3 to c2, since

bc2(xc2) =
∑
xc3

bc2c3(xc2xc3)

Here we have summed over all possible labels forc3. Solv-
ing formc3→c2 gives:

mc3→c2 =
∑
xc3

ψc3(xc3)ms3→c2c3mc1→c2c3ms3→c3

Expressions for all the messages may be found similarly.
First messages are initialized and updated iteratively, then
the beliefs for the individual nodes representing possible
corners are computed. These beliefs represent the certainty
of a given label (corner or not corner) taking into account
some context, indicated by edges in the graph.

Results
We tested this approach to corner detection on sketches pre-
viously collected by Alvarado (2004). The data consists of
hand drawn family trees in which females and males are rep-
resented by ellipses and rectangles and relationships (mar-
riage, partnership, divorce, parent-child) are represented by
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Figure 5: Cropped areas of sketches from three different subjects. Tables to the right of each sketch give certainty values for
each possible corner. The first column of numbers is before belief propagation; the second is after.

lines, jagged lines, and arrows respectively. This data is
suitable for testing our system because it contains many ac-
tual corners (occurring in rectangles) and many curved areas
that could be easily misinterpreted out of context (occurring
most often in sides of the ellipses). The sketches, while often
messy, are also easily interpreted by a human.

Figure 4 shows one of the sketches tested. Table 1 gives
the results for this sketch, for the rectangles and ellipses
only; we omit arrows and lines from these results because
they are rarely ambiguous.

without context with context

correct possible corners 39 (71%) 47 (85%)
(out of 55)

correct shapes 14 (45%) 21 (68%)
(out of 31)

Table 1: Results from the sketch in Figure 4.

Possible corners are areas of the sketch with a direction
change above a threshold; they are classified as either

corner or not corner. Fifty-five possible corners were
found in this sketch of which 30 are actually corners.
The results of the single node function described in a
previous section are listed in the column “without context”
for comparison. “Correct possible corners” indicates the
number of possible corners that were given the correct
label (this includes those that were correctly labeled as
not corner). “Correct shapes” indicates the number of
shapes (ellipses and rectangles) in which all of the possible
corners were labeled correctly. Our results demonstrate that
incorporating a small amount of context improves corner
detection noticeably over a reasonable baseline.

Figure 5 contains three areas taken from larger sketches.
These cropped areas show the output from our system more
explicitly. Certainties without context (column 1) and with
context (column 2) are listed in the tables beside each sketch.
A possible corner with a certainty greater than .5 is regarded
as a corner.

In the upper ellipse of Figure 5a, both possible corners
(A andB) were assigned high certainty values by the sin-
gle node compatibility function. Although both values were



lowered after belief propagation because of the influence
of adjacent curved areas in the sketch, a shape with very
strong but incorrect initial certainties can generally not be
corrected. The lower ellipse has one possible corner with a
high certainty (D), but the other (C) is identified correctly,
leading to a correct labeling forD after belief propagation.
The corners in the rectangle in this sketch were correctly
identified initially; however, their certainties were raised by
the belief propagation. In nearly all cases where all of the
possible corners were labeled correctly initially, belief prop-
agation strengthens the initial guess.

In Figure 5b, three of the four shapes have one possible
corner that was initially misclassified. However, the correct
labeling of the other possible corners and influences from the
areas between the possible corners, which are clearly drawn
as either straight or curved, fix the initial errors.

Figure 5c contains a case where belief propagation per-
formed worse than the single node function. Possible corner
I was not intended as a corner. We assume this partly be-
cause we prefer to interpret the shape as a rectangle rather
than as a pentagon with one very short side. In this case,
higher level domain knowledge is needed to correct the mis-
take.

Discussion and Future Work
The parts of sketches we use for identifying corners are pos-
sible corners and the segments in between them; however
incorporating other aspects of a sketch could also contribute
to finding corners. Also, we consider each stroke separately,
but often several strokes are part of the same object. In these
cases, influences between strokes would be useful, and a dif-
ferent criterion, based on distance, might be preferred for
selecting the areas of the sketch over which to perform in-
ference.

The problem of finding corners in a messy sketch moti-
vated our approach, but there are other aspects of sketches
that are also ambiguous, such as whether or not two strokes
were intended to meet or whether two lines were intended
to be parallel. We believe the approach we have presented
could be generalized and applied to these other ambiguous
situations.

Conclusion
This paper presents an approach to early sketch processing
in which features such as corners are classified individually,
but these features may be ambiguous when viewed out of
context. We used a graphical model based approach to in-
corporate a limited amount of context in the classification.
Results show an improvement when this approach is applied
to the problem of detecting corners.
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